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Centre’s primary focus is to
ensureAI innovation: ITsecy
AAshish AryAn
NewDelhi, 5 November

The government’s primary focus is to
ensurecontinued innovation in theartifi-
cial intelligence (AI) space, and therewill
be light-touch regulation or legislation
only when the need for it arises, said S
Krishnan,secretaryintheministryofelec-
tronicsandinformationtechnology.

“Ifwebelieve that thepriorityneeds to
be innovation, regulation isnot theprior-
ity today. Having said that, let me again
assert that if theneedarises for legislation
or regulation, the governmentwill not be
foundwanting,”Krishnansaid.

On Wednesday, a subcommittee
formed by the IT ministry under the
IndiaAI Mission submitted its report on
governance guidelines for companies
working intheAIspace inIndia.

The subcommittee has proposed an
eight-point list of governance principles,
which address subjects such as transpar-
ency, accountability, safety, privacy, fair-
ness, human-centred values, inclusive
innovation,anddigitalbydesign intheAI
space. For example, the report has sug-
gestedthatAIsystemsbeingdevelopedin
Indiashouldbeaccompaniedbymeaning-
ful information for users on the develop-
ment process, the capabilities, as well as
the limitationsof thesystem.

“Developersanddeployersshouldtake
responsibilityforthefunctioningandout-

comesofAI systemsandfor therespectof
user rights, the rule of law, and the above
principles.Mechanismsshouldbeinplace
toclarifyaccountability,” the subcommit-
teereportsuggested.

Furthermore, the report suggests that
allAIsystemsshouldbesubject tohuman
oversight, judgment, and intervention, as
appropriate, topreventunduerelianceon
AI systems. The suggestions, Krishnan
said,alignwiththegovernment’sposition
onAIdevelopment.

“We are focused onhuman centricity.
These crucial principles are contained in

theAIgovernanceguidelines,whichhave
been provided to us. I think this report is
going tobeakeyand important contribu-
tion,which againunderlines the govern-
ment's emphasis that our focus is
primarily on innovation. We want to use
thisopportunity,”hesaid.

Though the government has come out
with specific guidelines to check the
increaseofdeepfakesandartificiallygener-
ated image, audio and video content, the
subcommitteehas suggested that there are
“existing legal safeguards/instruments to
protectagainstmisuseoffoundationmodels
for creatingmalicious synthetic media”. It
has, however, flagged that traceability of
deepfakesandsyntheticallygeneratedcon-
tent should be established by assigning
unique and immutable identities to differ-
ent participants, such as content creators,
publishers,andsocialmediaplatforms.

“Thesemaythenbeusedtowatermark
inputs to,andoutputs from,generativeAI
tools.Thesemaybeusedtotrackandana-
lysethe lifecycle, fromcreationtouse,ofa
deepfake—and to determinewhen they
have been created without consent or in
violation of a law,” the subcommittee has
suggested.Thesubcommittee, chairedby
ProfessorBRavindranof the Indian Insti-
tute of Technology, also includes IndiaAI
MissionChiefExecutiveOfficerAbhishek
Singh, Debjani Ghosh, Advocate Rahul
Matthan, and Sharad Sharma of i-Spirit,
amongothers.
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ITSecretarySKrishnansaid if theneed
arises for legislationor regulation, the
governmentwillnotbe foundwanting
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Microsoft to offer in-country data processing for Copilot
AAshish AryAn
NewDelhi, 5 November

Softwareandservicesconglom-
erate Microsoft announced on
Wednesday that it would start
offeringtheoptionofin-country
data processing for Indian cus-
tomers inMicrosoft 365Copilot
interactionsbytheendof2025.

India is among the top four
markets globally to get in-
country data processing for
customers’Microsoft365Copi-
lot interactionsavailable inthe
marketby theendof 2025.The
other three countries include

Australia, theUnitedKingdom
andJapan.

“As every organisation
evolves to become a Frontier
Firm — human-led, agent-
operated—trustisthefounda-
tion that powers AI
transformation for govern-
ments and enterprises world-
wide. Where and how data is
processed and stored by AI-
poweredserviceshelpsfurther
reinforce that foundation of
trust,” Paul Lorimer, the cor-
porate vice president ofOffice
365 Enterprise and Cloud
Engineering at the company,

said inablogpost.
Microsoftwill start offering

Microsoft 365Copilotusers the
option of in-country data pro-
cessingin14othercountriesby
endof2026.

Users in countries such as
Canada,Germany,Italy,Malay-
sia,Poland,SouthAfrica,Spain,
Sweden, Switzerland, the
UnitedArabEmirates, and the
United States will get this
optionbytheendof2026.

The offer, Lorimer said in
theblogpost, is toenable cus-
tomers, especially in govern-
ment and highly-regulated

industries, to access Micro-
soft 365 Copilot “with an
additional option for govern-
ance, security, andregulatory
compliance”.

“With in-country process-
ing, Copilot interactions are
processed,undernormaloper-
ations, in data centres located
within a nation’s borders,
giving customers greater con-
trol over their data. In-country
data processing can also
improve performance by
reducinglatency,deliveringan
evenmore responsive Copilot
experience,”Lorimersaid.
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Centre’s primary focus is to
ensureAI innovation: ITsecy
AAshish AryAn
NewDelhi, 5 November

The government’s primary focus is to
ensurecontinued innovation in theartifi-
cial intelligence (AI) space, and therewill
be light-touch regulation or legislation
only when the need for it arises, said S
Krishnan,secretaryintheministryofelec-
tronicsandinformationtechnology.

“Ifwebelieve that thepriorityneeds to
be innovation, regulation isnot theprior-
ity today. Having said that, let me again
assert that if theneedarises for legislation
or regulation, the governmentwill not be
foundwanting,”Krishnansaid.

On Wednesday, a subcommittee
formed by the IT ministry under the
IndiaAI Mission submitted its report on
governance guidelines for companies
working intheAIspace inIndia.

The subcommittee has proposed an
eight-point list of governance principles,
which address subjects such as transpar-
ency, accountability, safety, privacy, fair-
ness, human-centred values, inclusive
innovation,anddigitalbydesign intheAI
space. For example, the report has sug-
gestedthatAIsystemsbeingdevelopedin
Indiashouldbeaccompaniedbymeaning-
ful information for users on the develop-
ment process, the capabilities, as well as
the limitationsof thesystem.

“Developersanddeployersshouldtake
responsibilityforthefunctioningandout-

comesofAI systemsandfor therespectof
user rights, the rule of law, and the above
principles.Mechanismsshouldbeinplace
toclarifyaccountability,” the subcommit-
teereportsuggested.

Furthermore, the report suggests that
allAIsystemsshouldbesubject tohuman
oversight, judgment, and intervention, as
appropriate, topreventunduerelianceon
AI systems. The suggestions, Krishnan
said,alignwiththegovernment’sposition
onAIdevelopment.

“We are focused onhuman centricity.
These crucial principles are contained in

theAIgovernanceguidelines,whichhave
been provided to us. I think this report is
going tobeakeyand important contribu-
tion,which againunderlines the govern-
ment's emphasis that our focus is
primarily on innovation. We want to use
thisopportunity,”hesaid.

Though the government has come out
with specific guidelines to check the
increaseofdeepfakesandartificiallygener-
ated image, audio and video content, the
subcommitteehas suggested that there are
“existing legal safeguards/instruments to
protectagainstmisuseoffoundationmodels
for creatingmalicious synthetic media”. It
has, however, flagged that traceability of
deepfakesandsyntheticallygeneratedcon-
tent should be established by assigning
unique and immutable identities to differ-
ent participants, such as content creators,
publishers,andsocialmediaplatforms.

“Thesemaythenbeusedtowatermark
inputs to,andoutputs from,generativeAI
tools.Thesemaybeusedtotrackandana-
lysethe lifecycle, fromcreationtouse,ofa
deepfake—and to determinewhen they
have been created without consent or in
violation of a law,” the subcommittee has
suggested.Thesubcommittee, chairedby
ProfessorBRavindranof the Indian Insti-
tute of Technology, also includes IndiaAI
MissionChiefExecutiveOfficerAbhishek
Singh, Debjani Ghosh, Advocate Rahul
Matthan, and Sharad Sharma of i-Spirit,
amongothers.
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ITSecretarySKrishnansaid if theneed
arises for legislationor regulation, the
governmentwillnotbe foundwanting
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Microsoft to offer in-country data processing for Copilot
AAshish AryAn
NewDelhi, 5 November

Softwareandservicesconglom-
erate Microsoft announced on
Wednesday that it would start
offeringtheoptionofin-country
data processing for Indian cus-
tomers inMicrosoft 365Copilot
interactionsbytheendof2025.

India is among the top four
markets globally to get in-
country data processing for
customers’Microsoft365Copi-
lot interactionsavailable inthe
marketby theendof 2025.The
other three countries include

Australia, theUnitedKingdom
andJapan.

“As every organisation
evolves to become a Frontier
Firm — human-led, agent-
operated—trustisthefounda-
tion that powers AI
transformation for govern-
ments and enterprises world-
wide. Where and how data is
processed and stored by AI-
poweredserviceshelpsfurther
reinforce that foundation of
trust,” Paul Lorimer, the cor-
porate vice president ofOffice
365 Enterprise and Cloud
Engineering at the company,

said inablogpost.
Microsoftwill start offering

Microsoft 365Copilotusers the
option of in-country data pro-
cessingin14othercountriesby
endof2026.

Users in countries such as
Canada,Germany,Italy,Malay-
sia,Poland,SouthAfrica,Spain,
Sweden, Switzerland, the
UnitedArabEmirates, and the
United States will get this
optionbytheendof2026.

The offer, Lorimer said in
theblogpost, is toenable cus-
tomers, especially in govern-
ment and highly-regulated

industries, to access Micro-
soft 365 Copilot “with an
additional option for govern-
ance, security, andregulatory
compliance”.

“With in-country process-
ing, Copilot interactions are
processed,undernormaloper-
ations, in data centres located
within a nation’s borders,
giving customers greater con-
trol over their data. In-country
data processing can also
improve performance by
reducinglatency,deliveringan
evenmore responsive Copilot
experience,”Lorimersaid.



Centre’s primary focus is to
ensureAI innovation: ITsecy
AAshish AryAn
NewDelhi, 5 November

The government’s primary focus is to
ensurecontinued innovation in theartifi-
cial intelligence (AI) space, and therewill
be light-touch regulation or legislation
only when the need for it arises, said S
Krishnan,secretaryintheministryofelec-
tronicsandinformationtechnology.

“Ifwebelieve that thepriorityneeds to
be innovation, regulation isnot theprior-
ity today. Having said that, let me again
assert that if theneedarises for legislation
or regulation, the governmentwill not be
foundwanting,”Krishnansaid.

On Wednesday, a subcommittee
formed by the IT ministry under the
IndiaAI Mission submitted its report on
governance guidelines for companies
working intheAIspace inIndia.

The subcommittee has proposed an
eight-point list of governance principles,
which address subjects such as transpar-
ency, accountability, safety, privacy, fair-
ness, human-centred values, inclusive
innovation,anddigitalbydesign intheAI
space. For example, the report has sug-
gestedthatAIsystemsbeingdevelopedin
Indiashouldbeaccompaniedbymeaning-
ful information for users on the develop-
ment process, the capabilities, as well as
the limitationsof thesystem.

“Developersanddeployersshouldtake
responsibilityforthefunctioningandout-

comesofAI systemsandfor therespectof
user rights, the rule of law, and the above
principles.Mechanismsshouldbeinplace
toclarifyaccountability,” the subcommit-
teereportsuggested.

Furthermore, the report suggests that
allAIsystemsshouldbesubject tohuman
oversight, judgment, and intervention, as
appropriate, topreventunduerelianceon
AI systems. The suggestions, Krishnan
said,alignwiththegovernment’sposition
onAIdevelopment.

“We are focused onhuman centricity.
These crucial principles are contained in

theAIgovernanceguidelines,whichhave
been provided to us. I think this report is
going tobeakeyand important contribu-
tion,which againunderlines the govern-
ment's emphasis that our focus is
primarily on innovation. We want to use
thisopportunity,”hesaid.

Though the government has come out
with specific guidelines to check the
increaseofdeepfakesandartificiallygener-
ated image, audio and video content, the
subcommitteehas suggested that there are
“existing legal safeguards/instruments to
protectagainstmisuseoffoundationmodels
for creatingmalicious synthetic media”. It
has, however, flagged that traceability of
deepfakesandsyntheticallygeneratedcon-
tent should be established by assigning
unique and immutable identities to differ-
ent participants, such as content creators,
publishers,andsocialmediaplatforms.

“Thesemaythenbeusedtowatermark
inputs to,andoutputs from,generativeAI
tools.Thesemaybeusedtotrackandana-
lysethe lifecycle, fromcreationtouse,ofa
deepfake—and to determinewhen they
have been created without consent or in
violation of a law,” the subcommittee has
suggested.Thesubcommittee, chairedby
ProfessorBRavindranof the Indian Insti-
tute of Technology, also includes IndiaAI
MissionChiefExecutiveOfficerAbhishek
Singh, Debjani Ghosh, Advocate Rahul
Matthan, and Sharad Sharma of i-Spirit,
amongothers.
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ITSecretarySKrishnansaid if theneed
arises for legislationor regulation, the
governmentwillnotbe foundwanting
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Microsoft to offer in-country data processing for Copilot
AAshish AryAn
NewDelhi, 5 November

Softwareandservicesconglom-
erate Microsoft announced on
Wednesday that it would start
offeringtheoptionofin-country
data processing for Indian cus-
tomers inMicrosoft 365Copilot
interactionsbytheendof2025.

India is among the top four
markets globally to get in-
country data processing for
customers’Microsoft365Copi-
lot interactionsavailable inthe
marketby theendof 2025.The
other three countries include

Australia, theUnitedKingdom
andJapan.

“As every organisation
evolves to become a Frontier
Firm — human-led, agent-
operated—trustisthefounda-
tion that powers AI
transformation for govern-
ments and enterprises world-
wide. Where and how data is
processed and stored by AI-
poweredserviceshelpsfurther
reinforce that foundation of
trust,” Paul Lorimer, the cor-
porate vice president ofOffice
365 Enterprise and Cloud
Engineering at the company,

said inablogpost.
Microsoftwill start offering

Microsoft 365Copilotusers the
option of in-country data pro-
cessingin14othercountriesby
endof2026.

Users in countries such as
Canada,Germany,Italy,Malay-
sia,Poland,SouthAfrica,Spain,
Sweden, Switzerland, the
UnitedArabEmirates, and the
United States will get this
optionbytheendof2026.

The offer, Lorimer said in
theblogpost, is toenable cus-
tomers, especially in govern-
ment and highly-regulated

industries, to access Micro-
soft 365 Copilot “with an
additional option for govern-
ance, security, andregulatory
compliance”.

“With in-country process-
ing, Copilot interactions are
processed,undernormaloper-
ations, in data centres located
within a nation’s borders,
giving customers greater con-
trol over their data. In-country
data processing can also
improve performance by
reducinglatency,deliveringan
evenmore responsive Copilot
experience,”Lorimersaid.
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Centre’s primary focus is to
ensureAI innovation: ITsecy
AAshish AryAn
NewDelhi, 5 November

The government’s primary focus is to
ensurecontinued innovation in theartifi-
cial intelligence (AI) space, and therewill
be light-touch regulation or legislation
only when the need for it arises, said S
Krishnan,secretaryintheministryofelec-
tronicsandinformationtechnology.

“Ifwebelieve that thepriorityneeds to
be innovation, regulation isnot theprior-
ity today. Having said that, let me again
assert that if theneedarises for legislation
or regulation, the governmentwill not be
foundwanting,”Krishnansaid.

On Wednesday, a subcommittee
formed by the IT ministry under the
IndiaAI Mission submitted its report on
governance guidelines for companies
working intheAIspace inIndia.

The subcommittee has proposed an
eight-point list of governance principles,
which address subjects such as transpar-
ency, accountability, safety, privacy, fair-
ness, human-centred values, inclusive
innovation,anddigitalbydesign intheAI
space. For example, the report has sug-
gestedthatAIsystemsbeingdevelopedin
Indiashouldbeaccompaniedbymeaning-
ful information for users on the develop-
ment process, the capabilities, as well as
the limitationsof thesystem.

“Developersanddeployersshouldtake
responsibilityforthefunctioningandout-

comesofAI systemsandfor therespectof
user rights, the rule of law, and the above
principles.Mechanismsshouldbeinplace
toclarifyaccountability,” the subcommit-
teereportsuggested.

Furthermore, the report suggests that
allAIsystemsshouldbesubject tohuman
oversight, judgment, and intervention, as
appropriate, topreventunduerelianceon
AI systems. The suggestions, Krishnan
said,alignwiththegovernment’sposition
onAIdevelopment.

“We are focused onhuman centricity.
These crucial principles are contained in

theAIgovernanceguidelines,whichhave
been provided to us. I think this report is
going tobeakeyand important contribu-
tion,which againunderlines the govern-
ment's emphasis that our focus is
primarily on innovation. We want to use
thisopportunity,”hesaid.

Though the government has come out
with specific guidelines to check the
increaseofdeepfakesandartificiallygener-
ated image, audio and video content, the
subcommitteehas suggested that there are
“existing legal safeguards/instruments to
protectagainstmisuseoffoundationmodels
for creatingmalicious synthetic media”. It
has, however, flagged that traceability of
deepfakesandsyntheticallygeneratedcon-
tent should be established by assigning
unique and immutable identities to differ-
ent participants, such as content creators,
publishers,andsocialmediaplatforms.

“Thesemaythenbeusedtowatermark
inputs to,andoutputs from,generativeAI
tools.Thesemaybeusedtotrackandana-
lysethe lifecycle, fromcreationtouse,ofa
deepfake—and to determinewhen they
have been created without consent or in
violation of a law,” the subcommittee has
suggested.Thesubcommittee, chairedby
ProfessorBRavindranof the Indian Insti-
tute of Technology, also includes IndiaAI
MissionChiefExecutiveOfficerAbhishek
Singh, Debjani Ghosh, Advocate Rahul
Matthan, and Sharad Sharma of i-Spirit,
amongothers.
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ITSecretarySKrishnansaid if theneed
arises for legislationor regulation, the
governmentwillnotbe foundwanting
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Microsoft to offer in-country data processing for Copilot
AAshish AryAn
NewDelhi, 5 November

Softwareandservicesconglom-
erate Microsoft announced on
Wednesday that it would start
offeringtheoptionofin-country
data processing for Indian cus-
tomers inMicrosoft 365Copilot
interactionsbytheendof2025.

India is among the top four
markets globally to get in-
country data processing for
customers’Microsoft365Copi-
lot interactionsavailable inthe
marketby theendof 2025.The
other three countries include

Australia, theUnitedKingdom
andJapan.

“As every organisation
evolves to become a Frontier
Firm — human-led, agent-
operated—trustisthefounda-
tion that powers AI
transformation for govern-
ments and enterprises world-
wide. Where and how data is
processed and stored by AI-
poweredserviceshelpsfurther
reinforce that foundation of
trust,” Paul Lorimer, the cor-
porate vice president ofOffice
365 Enterprise and Cloud
Engineering at the company,

said inablogpost.
Microsoftwill start offering

Microsoft 365Copilotusers the
option of in-country data pro-
cessingin14othercountriesby
endof2026.

Users in countries such as
Canada,Germany,Italy,Malay-
sia,Poland,SouthAfrica,Spain,
Sweden, Switzerland, the
UnitedArabEmirates, and the
United States will get this
optionbytheendof2026.

The offer, Lorimer said in
theblogpost, is toenable cus-
tomers, especially in govern-
ment and highly-regulated

industries, to access Micro-
soft 365 Copilot “with an
additional option for govern-
ance, security, andregulatory
compliance”.

“With in-country process-
ing, Copilot interactions are
processed,undernormaloper-
ations, in data centres located
within a nation’s borders,
giving customers greater con-
trol over their data. In-country
data processing can also
improve performance by
reducinglatency,deliveringan
evenmore responsive Copilot
experience,”Lorimersaid.
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Centre’s primary focus is to
ensureAI innovation: ITsecy
AAshish AryAn
NewDelhi, 5 November

The government’s primary focus is to
ensurecontinued innovation in theartifi-
cial intelligence (AI) space, and therewill
be light-touch regulation or legislation
only when the need for it arises, said S
Krishnan,secretaryintheministryofelec-
tronicsandinformationtechnology.

“Ifwebelieve that thepriorityneeds to
be innovation, regulation isnot theprior-
ity today. Having said that, let me again
assert that if theneedarises for legislation
or regulation, the governmentwill not be
foundwanting,”Krishnansaid.

On Wednesday, a subcommittee
formed by the IT ministry under the
IndiaAI Mission submitted its report on
governance guidelines for companies
working intheAIspace inIndia.

The subcommittee has proposed an
eight-point list of governance principles,
which address subjects such as transpar-
ency, accountability, safety, privacy, fair-
ness, human-centred values, inclusive
innovation,anddigitalbydesign intheAI
space. For example, the report has sug-
gestedthatAIsystemsbeingdevelopedin
Indiashouldbeaccompaniedbymeaning-
ful information for users on the develop-
ment process, the capabilities, as well as
the limitationsof thesystem.

“Developersanddeployersshouldtake
responsibilityforthefunctioningandout-

comesofAI systemsandfor therespectof
user rights, the rule of law, and the above
principles.Mechanismsshouldbeinplace
toclarifyaccountability,” the subcommit-
teereportsuggested.

Furthermore, the report suggests that
allAIsystemsshouldbesubject tohuman
oversight, judgment, and intervention, as
appropriate, topreventunduerelianceon
AI systems. The suggestions, Krishnan
said,alignwiththegovernment’sposition
onAIdevelopment.

“We are focused onhuman centricity.
These crucial principles are contained in

theAIgovernanceguidelines,whichhave
been provided to us. I think this report is
going tobeakeyand important contribu-
tion,which againunderlines the govern-
ment's emphasis that our focus is
primarily on innovation. We want to use
thisopportunity,”hesaid.

Though the government has come out
with specific guidelines to check the
increaseofdeepfakesandartificiallygener-
ated image, audio and video content, the
subcommitteehas suggested that there are
“existing legal safeguards/instruments to
protectagainstmisuseoffoundationmodels
for creatingmalicious synthetic media”. It
has, however, flagged that traceability of
deepfakesandsyntheticallygeneratedcon-
tent should be established by assigning
unique and immutable identities to differ-
ent participants, such as content creators,
publishers,andsocialmediaplatforms.

“Thesemaythenbeusedtowatermark
inputs to,andoutputs from,generativeAI
tools.Thesemaybeusedtotrackandana-
lysethe lifecycle, fromcreationtouse,ofa
deepfake—and to determinewhen they
have been created without consent or in
violation of a law,” the subcommittee has
suggested.Thesubcommittee, chairedby
ProfessorBRavindranof the Indian Insti-
tute of Technology, also includes IndiaAI
MissionChiefExecutiveOfficerAbhishek
Singh, Debjani Ghosh, Advocate Rahul
Matthan, and Sharad Sharma of i-Spirit,
amongothers.
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ITSecretarySKrishnansaid if theneed
arises for legislationor regulation, the
governmentwillnotbe foundwanting
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Microsoft to offer in-country data processing for Copilot
AAshish AryAn
NewDelhi, 5 November

Softwareandservicesconglom-
erate Microsoft announced on
Wednesday that it would start
offeringtheoptionofin-country
data processing for Indian cus-
tomers inMicrosoft 365Copilot
interactionsbytheendof2025.

India is among the top four
markets globally to get in-
country data processing for
customers’Microsoft365Copi-
lot interactionsavailable inthe
marketby theendof 2025.The
other three countries include

Australia, theUnitedKingdom
andJapan.

“As every organisation
evolves to become a Frontier
Firm — human-led, agent-
operated—trustisthefounda-
tion that powers AI
transformation for govern-
ments and enterprises world-
wide. Where and how data is
processed and stored by AI-
poweredserviceshelpsfurther
reinforce that foundation of
trust,” Paul Lorimer, the cor-
porate vice president ofOffice
365 Enterprise and Cloud
Engineering at the company,

said inablogpost.
Microsoftwill start offering

Microsoft 365Copilotusers the
option of in-country data pro-
cessingin14othercountriesby
endof2026.

Users in countries such as
Canada,Germany,Italy,Malay-
sia,Poland,SouthAfrica,Spain,
Sweden, Switzerland, the
UnitedArabEmirates, and the
United States will get this
optionbytheendof2026.

The offer, Lorimer said in
theblogpost, is toenable cus-
tomers, especially in govern-
ment and highly-regulated

industries, to access Micro-
soft 365 Copilot “with an
additional option for govern-
ance, security, andregulatory
compliance”.

“With in-country process-
ing, Copilot interactions are
processed,undernormaloper-
ations, in data centres located
within a nation’s borders,
giving customers greater con-
trol over their data. In-country
data processing can also
improve performance by
reducinglatency,deliveringan
evenmore responsive Copilot
experience,”Lorimersaid.
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Centre’s primary focus is to 
ensure AI innovation: IT secy 
aashish aryan 
New Delhi, 5 November 

The government’s primary focus is to 
ensure continued innovation in the artifi-
cial intelligence (AI) space, and there will 
be light-touch regulation or legislation 
only when the need for it arises, said S 
Krishnan, secretary in the ministry of elec-
tronics and information technology. 

“If we believe that the priority needs to 
be  innovation, regulation is not the prior-
ity today. Having said that, let me again 
assert that if the need arises for legislation 
or regulation, the government will not be 
found wanting,” Krishnan said. 

On Wednesday, a subcommittee 
formed by the IT ministry under the 
IndiaAI Mission submitted its report on 
governance guidelines for companies 
working in the AI space in India. 

The subcommittee has proposed an 
eight-point list of governance principles, 
which address subjects such as transpar-
ency, accountability, safety, privacy, fair-
ness, human-centred values, inclusive 
innovation, and digital by design in the AI 
space. For example, the report has sug-
gested that AI systems being developed in 
India should be accompanied by meaning-
ful information for users on the develop-
ment process, the capabilities, as well as 
the limitations of the system. 

“Developers and deployers should take 
responsibility for the functioning and out-

comes of AI systems and for the respect of 
user rights, the rule of law, and the above 
principles. Mechanisms should be in place 
to clarify accountability,” the subcommit-
tee report suggested. 

Furthermore, the report suggests that 
all AI systems should be subject to human 
oversight, judgment, and intervention, as 
appropriate, to prevent undue reliance on 
AI systems. The suggestions, Krishnan 
said, align with the government’s position 
on AI development. 

“We are focused on human centricity. 
These crucial principles are contained in 

the AI governance guidelines, which have 
been provided to us. I think this report is 
going to be a key and important contribu-
tion, which again underlines the govern-
ment's emphasis that our focus is 
primarily on innovation. We want to use 
this opportunity,” he said. 

Though the government has come out 
with specific guidelines to check the 
increase of deepfakes and artificially gener-
ated image, audio and video content, the 
subcommittee has suggested that there are 
“existing legal safeguards/instruments to 
protect against misuse of foundation models 
for creating malicious synthetic media”. It 
has, however, flagged that traceability of 
deepfakes and synthetically generated con-
tent should be established by assigning 
unique and immutable identities to differ-
ent participants, such as content creators, 
publishers, and social media platforms. 

“These may then be used to watermark 
inputs to, and outputs from, generative AI 
tools. These may be used to track and ana-
lyse the lifecycle, from creation to use, of a 
deepfake — and to determine when they 
have been created without consent or in 
violation of a law,” the subcommittee has 
suggested. The subcommittee, chaired by 
Professor B Ravindran of the Indian Insti-
tute of Technology, also includes India AI 
Mission Chief Executive Oicer Abhishek 
Singh, Debjani Ghosh, Advocate Rahul 
Matthan, and Sharad Sharma of i-Spirit, 
among others.
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IT Secretary S Krishnan said if the need 
arises for legislation or regulation, the 
government will not be found wanting
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Microsoft to offer in-country data processing for Copilot 

aashish aryan 
New Delhi, 5 November 

Software and services conglom-
erate Microsoft announced on 
Wednesday that it would start 
offering the option of in-country 
data processing for Indian cus-
tomers in Microsoft 365 Copilot 
interactions by the end of 2025. 

India is among the top four 
markets globally to get in-
country data processing for 
customers’ Microsoft 365 Copi-
lot interactions available in the 
market by the end of 2025. The 
other three countries include 

Australia, the United Kingdom 
and Japan. 

“As every organisation 
evolves to become a Frontier 
Firm — human-led, agent-
operated — trust is the founda-
tion that powers AI 
transformation for govern-
ments and enterprises world-
wide. Where and how data is 
processed and stored by AI-
powered services helps further 
reinforce that foundation of 
trust,” Paul Lorimer, the cor-
porate vice president of Oice 
365 Enterprise and Cloud 
Engineering at the company, 

said in a blog post. 
Microsoft will start offering 

Microsoft 365 Copilot users the 
option of in-country data pro-
cessing in 14 other countries by 
end of 2026.  

Users in countries such as 
Canada, Germany, Italy, Malay-
sia, Poland, South Africa, Spain, 
Sweden, Switzerland, the 
United Arab Emirates, and the 
United States will get this 
option by the end of 2026. 

The offer, Lorimer said in 
the blog post, is to enable cus-
tomers, especially in govern-
ment and highly-regulated 

industries, to access Micro-
soft 365 Copilot “with an 
additional option for govern-
ance, security, and regulatory 
compliance”. 

“With in-country process-
ing, Copilot interactions are 
processed, under normal oper-
ations, in data centres located 
within a nation’s borders, 
giving customers greater con-
trol over their data. In-country 
data processing can also 
improve performance by 
reducing latency, delivering an 
even more responsive Copilot 
experience,” Lorimer said. 

ELGI RUBBER COMPANY LIMITED
CIN: L25119TZ2006PLC013144

Regd. Off: Super A Unit, Coimbatore Private Industrial Estate, Kuruchi, 
Coimbatore- 641021, Tamil Nadu, +91(422)4321000; 

info@elgirubber.com; www.elgirubber.com

INFORMATION REGARDING OPENING OF A SPECIAL WINDOW FOR 
RE-LODGEMENT OF TRANSFER REQUESTS OF PHYSICAL SHARES

Pursuant to the Securities and Exchange Board of India (“SEBI”) Circular No. SEBI/
HO/MIRSD/MIRSD-PoD/P/CIR/2025/97 dated July 02, 2025, a special window
has been opened only for re-lodgement of share transfer deeds, which were lodged
prior to deadline of April 01, 2019 and rejected / returned / not attended to due to
deficiency in the documents / process or otherwise, for a period of 6 months from
July 07, 2025 till January 06, 2026 (“special window period”). The shares that are re-
lodged for transfer during this period shall be issued only in demat mode. Due process
shall be followed for such transfer-cum-demat requests.  Shareholders who missed
the earlier deadline, may now avail this opportunity by submitting such re-lodgement
request along with the requisite documents to MUFG Intime India Pvt Ltd (formerly
“Link Intime India Private Limited”), the Registrar and Share Transfer Agent (RTA) of
the Company within the above stipulated time, whose details are as follows: Postal
Address: Surya, 35, Mayflower Avenue, Behind Senthil Nagar, Sowripalayam Road,
Coimbatore – 641 028, Tamil Nadu, India Contact: 0422 2314792, 2539835, 2539836
Email: Investor.helpdesk@in.mpms.mufg.com

UPDATE KYC AND CONVERT PHYSICAL SHARES INTO DEMAT MODE
The shareholders who are holding shares in physical form are requested to update 
their KYC, Bank account details and contact information and are also requested to 
convert their physical shares into dematerialized form.    

By order of the Board
For Elgi Rubber Company Limited

Date  : 06-11-2025 Faizur Rehman Allaudeen
Place: Coimbatore Company Secretary

M.No.A70055
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Centre’s primary focus is to
ensureAI innovation: ITsecy
AAshish AryAn
NewDelhi, 5 November

The government’s primary focus is to
ensurecontinued innovation in theartifi-
cial intelligence (AI) space, and therewill
be light-touch regulation or legislation
only when the need for it arises, said S
Krishnan,secretaryintheministryofelec-
tronicsandinformationtechnology.

“Ifwebelieve that thepriorityneeds to
be innovation, regulation isnot theprior-
ity today. Having said that, let me again
assert that if theneedarises for legislation
or regulation, the governmentwill not be
foundwanting,”Krishnansaid.

On Wednesday, a subcommittee
formed by the IT ministry under the
IndiaAI Mission submitted its report on
governance guidelines for companies
working intheAIspace inIndia.

The subcommittee has proposed an
eight-point list of governance principles,
which address subjects such as transpar-
ency, accountability, safety, privacy, fair-
ness, human-centred values, inclusive
innovation,anddigitalbydesign intheAI
space. For example, the report has sug-
gestedthatAIsystemsbeingdevelopedin
Indiashouldbeaccompaniedbymeaning-
ful information for users on the develop-
ment process, the capabilities, as well as
the limitationsof thesystem.

“Developersanddeployersshouldtake
responsibilityforthefunctioningandout-

comesofAI systemsandfor therespectof
user rights, the rule of law, and the above
principles.Mechanismsshouldbeinplace
toclarifyaccountability,” the subcommit-
teereportsuggested.

Furthermore, the report suggests that
allAIsystemsshouldbesubject tohuman
oversight, judgment, and intervention, as
appropriate, topreventunduerelianceon
AI systems. The suggestions, Krishnan
said,alignwiththegovernment’sposition
onAIdevelopment.

“We are focused onhuman centricity.
These crucial principles are contained in

theAIgovernanceguidelines,whichhave
been provided to us. I think this report is
going tobeakeyand important contribu-
tion,which againunderlines the govern-
ment's emphasis that our focus is
primarily on innovation. We want to use
thisopportunity,”hesaid.

Though the government has come out
with specific guidelines to check the
increaseofdeepfakesandartificiallygener-
ated image, audio and video content, the
subcommitteehas suggested that there are
“existing legal safeguards/instruments to
protectagainstmisuseoffoundationmodels
for creatingmalicious synthetic media”. It
has, however, flagged that traceability of
deepfakesandsyntheticallygeneratedcon-
tent should be established by assigning
unique and immutable identities to differ-
ent participants, such as content creators,
publishers,andsocialmediaplatforms.

“Thesemaythenbeusedtowatermark
inputs to,andoutputs from,generativeAI
tools.Thesemaybeusedtotrackandana-
lysethe lifecycle, fromcreationtouse,ofa
deepfake—and to determinewhen they
have been created without consent or in
violation of a law,” the subcommittee has
suggested.Thesubcommittee, chairedby
ProfessorBRavindranof the Indian Insti-
tute of Technology, also includes IndiaAI
MissionChiefExecutiveOfficerAbhishek
Singh, Debjani Ghosh, Advocate Rahul
Matthan, and Sharad Sharma of i-Spirit,
amongothers.
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ITSecretarySKrishnansaid if theneed
arises for legislationor regulation, the
governmentwillnotbe foundwanting
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Microsoft to offer in-country data processing for Copilot
AAshish AryAn
NewDelhi, 5 November

Softwareandservicesconglom-
erate Microsoft announced on
Wednesday that it would start
offeringtheoptionofin-country
data processing for Indian cus-
tomers inMicrosoft 365Copilot
interactionsbytheendof2025.

India is among the top four
markets globally to get in-
country data processing for
customers’Microsoft365Copi-
lot interactionsavailable inthe
marketby theendof 2025.The
other three countries include

Australia, theUnitedKingdom
andJapan.

“As every organisation
evolves to become a Frontier
Firm — human-led, agent-
operated—trustisthefounda-
tion that powers AI
transformation for govern-
ments and enterprises world-
wide. Where and how data is
processed and stored by AI-
poweredserviceshelpsfurther
reinforce that foundation of
trust,” Paul Lorimer, the cor-
porate vice president ofOffice
365 Enterprise and Cloud
Engineering at the company,

said inablogpost.
Microsoftwill start offering

Microsoft 365Copilotusers the
option of in-country data pro-
cessingin14othercountriesby
endof2026.

Users in countries such as
Canada,Germany,Italy,Malay-
sia,Poland,SouthAfrica,Spain,
Sweden, Switzerland, the
UnitedArabEmirates, and the
United States will get this
optionbytheendof2026.

The offer, Lorimer said in
theblogpost, is toenable cus-
tomers, especially in govern-
ment and highly-regulated

industries, to access Micro-
soft 365 Copilot “with an
additional option for govern-
ance, security, andregulatory
compliance”.

“With in-country process-
ing, Copilot interactions are
processed,undernormaloper-
ations, in data centres located
within a nation’s borders,
giving customers greater con-
trol over their data. In-country
data processing can also
improve performance by
reducinglatency,deliveringan
evenmore responsive Copilot
experience,”Lorimersaid.



kochi | ThURSDAY, 6 NoVEMBER 2025B Companies 3
bbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbb

Centre’s primary focus is to
ensureAI innovation: ITsecy
AAshish AryAn
NewDelhi, 5 November

The government’s primary focus is to
ensurecontinued innovation in theartifi-
cial intelligence (AI) space, and therewill
be light-touch regulation or legislation
only when the need for it arises, said S
Krishnan,secretaryintheministryofelec-
tronicsandinformationtechnology.

“Ifwebelieve that thepriorityneeds to
be innovation, regulation isnot theprior-
ity today. Having said that, let me again
assert that if theneedarises for legislation
or regulation, the governmentwill not be
foundwanting,”Krishnansaid.

On Wednesday, a subcommittee
formed by the IT ministry under the
IndiaAI Mission submitted its report on
governance guidelines for companies
working intheAIspace inIndia.

The subcommittee has proposed an
eight-point list of governance principles,
which address subjects such as transpar-
ency, accountability, safety, privacy, fair-
ness, human-centred values, inclusive
innovation,anddigitalbydesign intheAI
space. For example, the report has sug-
gestedthatAIsystemsbeingdevelopedin
Indiashouldbeaccompaniedbymeaning-
ful information for users on the develop-
ment process, the capabilities, as well as
the limitationsof thesystem.

“Developersanddeployersshouldtake
responsibilityforthefunctioningandout-

comesofAI systemsandfor therespectof
user rights, the rule of law, and the above
principles.Mechanismsshouldbeinplace
toclarifyaccountability,” the subcommit-
teereportsuggested.

Furthermore, the report suggests that
allAIsystemsshouldbesubject tohuman
oversight, judgment, and intervention, as
appropriate, topreventunduerelianceon
AI systems. The suggestions, Krishnan
said,alignwiththegovernment’sposition
onAIdevelopment.

“We are focused onhuman centricity.
These crucial principles are contained in

theAIgovernanceguidelines,whichhave
been provided to us. I think this report is
going tobeakeyand important contribu-
tion,which againunderlines the govern-
ment's emphasis that our focus is
primarily on innovation. We want to use
thisopportunity,”hesaid.

Though the government has come out
with specific guidelines to check the
increaseofdeepfakesandartificiallygener-
ated image, audio and video content, the
subcommitteehas suggested that there are
“existing legal safeguards/instruments to
protectagainstmisuseoffoundationmodels
for creatingmalicious synthetic media”. It
has, however, flagged that traceability of
deepfakesandsyntheticallygeneratedcon-
tent should be established by assigning
unique and immutable identities to differ-
ent participants, such as content creators,
publishers,andsocialmediaplatforms.

“Thesemaythenbeusedtowatermark
inputs to,andoutputs from,generativeAI
tools.Thesemaybeusedtotrackandana-
lysethe lifecycle, fromcreationtouse,ofa
deepfake—and to determinewhen they
have been created without consent or in
violation of a law,” the subcommittee has
suggested.Thesubcommittee, chairedby
ProfessorBRavindranof the Indian Insti-
tute of Technology, also includes IndiaAI
MissionChiefExecutiveOfficerAbhishek
Singh, Debjani Ghosh, Advocate Rahul
Matthan, and Sharad Sharma of i-Spirit,
amongothers.
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ITSecretarySKrishnansaid if theneed
arises for legislationor regulation, the
governmentwillnotbe foundwanting
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Microsoft to offer in-country data processing for Copilot
AAshish AryAn
NewDelhi, 5 November

Softwareandservicesconglom-
erate Microsoft announced on
Wednesday that it would start
offeringtheoptionofin-country
data processing for Indian cus-
tomers inMicrosoft 365Copilot
interactionsbytheendof2025.

India is among the top four
markets globally to get in-
country data processing for
customers’Microsoft365Copi-
lot interactionsavailable inthe
marketby theendof 2025.The
other three countries include

Australia, theUnitedKingdom
andJapan.

“As every organisation
evolves to become a Frontier
Firm — human-led, agent-
operated—trustisthefounda-
tion that powers AI
transformation for govern-
ments and enterprises world-
wide. Where and how data is
processed and stored by AI-
poweredserviceshelpsfurther
reinforce that foundation of
trust,” Paul Lorimer, the cor-
porate vice president ofOffice
365 Enterprise and Cloud
Engineering at the company,

said inablogpost.
Microsoftwill start offering

Microsoft 365Copilotusers the
option of in-country data pro-
cessingin14othercountriesby
endof2026.

Users in countries such as
Canada,Germany,Italy,Malay-
sia,Poland,SouthAfrica,Spain,
Sweden, Switzerland, the
UnitedArabEmirates, and the
United States will get this
optionbytheendof2026.

The offer, Lorimer said in
theblogpost, is toenable cus-
tomers, especially in govern-
ment and highly-regulated

industries, to access Micro-
soft 365 Copilot “with an
additional option for govern-
ance, security, andregulatory
compliance”.

“With in-country process-
ing, Copilot interactions are
processed,undernormaloper-
ations, in data centres located
within a nation’s borders,
giving customers greater con-
trol over their data. In-country
data processing can also
improve performance by
reducinglatency,deliveringan
evenmore responsive Copilot
experience,”Lorimersaid.

CIN: L72300TN1997PLC037550
Registered Ofice: 47, P S K Nagar, Rajapalayam - 626 108

Corporate Ofice: 64, Sardar Patel Road, aramani, Chennai - 600 113
E-mail : investorrelations@ramco.com Website: www.ramco.com

Phone: +91 44 2235 4510/6653 4000, Fax: +91 44 2235 2884
SPECIAL WINDOW FOR RE-LODGEMENT OF

TRANSFER REQUESTS OF PHYSICAL SHARES
Pursuant to SEBI circular No.SEBI/HO/MIRSD/MIRSD-PoD/P/CIR/2025/97 dated
2" July 2025, shareholders are inormed that, a special window is opened only or
re-lodgement of transfer deeds, lodged prior to 1'' April 2019, and which were
rejected/returned/not attended to, due to deficiency in the documents /process/or
otherwise.
This facility of re-lodgement will be available from 7• July 2025 to 5• January2026.
Shareholders are requested to re-lodge such cases with the RA, latest by
6th January2026 at the following address:
Cameo Corporate Sevices Limited (Unit: Ramco Systems Limited)
'Subramanian Building', No.1, Club House Road,
Chennai - 600002. amil Nadu, India
Phone: +91 44 4002 0700
Online Investor Portal : https://wisdom.cameoindia.com
Website : www.cameoindia.com
The lodger must have a demat account and provide its Client Master List ('CML'),
along with the transfer documents and share certificate, while lodging the
documents or transferwith RTA.

Place: Chennai
Date: November 05, 2025

For AMCO SYSTEMS LIMITED
Sd/­

MITHUN V
COMANY SECREAY

ELGI RUBBER COMPANY LIMITED
CIN: L25119TZ2006PLC013144

Regd. Off: Super A Unit, Coimbatore Private Industrial Estate, Kuruchi,
Coimbatore- 641021, Tamil Nadu, +91(422)4321000;

info@elgirubber.com; www.elgirubber.com
INFORMATION REGARDING OPENING OF A SPECIAL WINDOW FOR
RE-LODGEMENT OF TRANSFER REQUESTS OF PHYSICAL SHARES

Pursuant to the Securities and Exchange Board of India (“SEBI”) Circular No. SEBI/
HO/MIRSD/MIRSD-PoD/P/CIR/2025/97 dated July 02, 2025, a special window
has been opened only for re-lodgement of share transfer deeds, which were lodged
prior to deadline of April 01, 2019 and rejected / returned / not attended to due to
deficiency in the documents / process or otherwise, for a period of 6 months from
July 07, 2025 till January 06, 2026 (“special window period”). The shares that are re-
lodged for transfer during this period shall be issued only in demat mode. Due process
shall be followed for such transfer-cum-demat requests. Shareholders who missed
the earlier deadline, may now avail this opportunity by submitting such re-lodgement
request along with the requisite documents to MUFG Intime India Pvt Ltd (formerly
“Link Intime India Private Limited”), the Registrar and Share Transfer Agent (RTA) of
the Company within the above stipulated time, whose details are as follows: Postal
Address: Surya, 35, Mayflower Avenue, Behind Senthil Nagar, Sowripalayam Road,
Coimbatore – 641 028, Tamil Nadu, India Contact: 0422 2314792, 2539835, 2539836
Email: Investor.helpdesk@in.mpms.mufg.com

UPDATE KYC AND CONVERT PHYSICAL SHARES INTO DEMAT MODE
The shareholders who are holding shares in physical form are requested to update
their KYC, Bank account details and contact information and are also requested to
convert their physical shares into dematerialized form.

By order of the Board
For Elgi Rubber Company Limited

Date : 06-11-2025 Faizur Rehman Allaudeen
Place: Coimbatore Company Secretary

M.No.A70055
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Centre’s primary focus is to
ensureAI innovation: ITsecy
AAshish AryAn
NewDelhi, 5 November

The government’s primary focus is to
ensurecontinued innovation in theartifi-
cial intelligence (AI) space, and therewill
be light-touch regulation or legislation
only when the need for it arises, said S
Krishnan,secretaryintheministryofelec-
tronicsandinformationtechnology.

“Ifwebelieve that thepriorityneeds to
be innovation, regulation isnot theprior-
ity today. Having said that, let me again
assert that if theneedarises for legislation
or regulation, the governmentwill not be
foundwanting,”Krishnansaid.

On Wednesday, a subcommittee
formed by the IT ministry under the
IndiaAI Mission submitted its report on
governance guidelines for companies
working intheAIspace inIndia.

The subcommittee has proposed an
eight-point list of governance principles,
which address subjects such as transpar-
ency, accountability, safety, privacy, fair-
ness, human-centred values, inclusive
innovation,anddigitalbydesign intheAI
space. For example, the report has sug-
gestedthatAIsystemsbeingdevelopedin
Indiashouldbeaccompaniedbymeaning-
ful information for users on the develop-
ment process, the capabilities, as well as
the limitationsof thesystem.

“Developersanddeployersshouldtake
responsibilityforthefunctioningandout-

comesofAI systemsandfor therespectof
user rights, the rule of law, and the above
principles.Mechanismsshouldbeinplace
toclarifyaccountability,” the subcommit-
teereportsuggested.

Furthermore, the report suggests that
allAIsystemsshouldbesubject tohuman
oversight, judgment, and intervention, as
appropriate, topreventunduerelianceon
AI systems. The suggestions, Krishnan
said,alignwiththegovernment’sposition
onAIdevelopment.

“We are focused onhuman centricity.
These crucial principles are contained in

theAIgovernanceguidelines,whichhave
been provided to us. I think this report is
going tobeakeyand important contribu-
tion,which againunderlines the govern-
ment's emphasis that our focus is
primarily on innovation. We want to use
thisopportunity,”hesaid.

Though the government has come out
with specific guidelines to check the
increaseofdeepfakesandartificiallygener-
ated image, audio and video content, the
subcommitteehas suggested that there are
“existing legal safeguards/instruments to
protectagainstmisuseoffoundationmodels
for creatingmalicious synthetic media”. It
has, however, flagged that traceability of
deepfakesandsyntheticallygeneratedcon-
tent should be established by assigning
unique and immutable identities to differ-
ent participants, such as content creators,
publishers,andsocialmediaplatforms.

“Thesemaythenbeusedtowatermark
inputs to,andoutputs from,generativeAI
tools.Thesemaybeusedtotrackandana-
lysethe lifecycle, fromcreationtouse,ofa
deepfake—and to determinewhen they
have been created without consent or in
violation of a law,” the subcommittee has
suggested.Thesubcommittee, chairedby
ProfessorBRavindranof the Indian Insti-
tute of Technology, also includes IndiaAI
MissionChiefExecutiveOfficerAbhishek
Singh, Debjani Ghosh, Advocate Rahul
Matthan, and Sharad Sharma of i-Spirit,
amongothers.
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ITSecretarySKrishnansaid if theneed
arises for legislationor regulation, the
governmentwillnotbe foundwanting
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Microsoft to offer in-country data processing for Copilot
AAshish AryAn
NewDelhi, 5 November

Softwareandservicesconglom-
erate Microsoft announced on
Wednesday that it would start
offeringtheoptionofin-country
data processing for Indian cus-
tomers inMicrosoft 365Copilot
interactionsbytheendof2025.

India is among the top four
markets globally to get in-
country data processing for
customers’Microsoft365Copi-
lot interactionsavailable inthe
marketby theendof 2025.The
other three countries include

Australia, theUnitedKingdom
andJapan.

“As every organisation
evolves to become a Frontier
Firm — human-led, agent-
operated—trustisthefounda-
tion that powers AI
transformation for govern-
ments and enterprises world-
wide. Where and how data is
processed and stored by AI-
poweredserviceshelpsfurther
reinforce that foundation of
trust,” Paul Lorimer, the cor-
porate vice president ofOffice
365 Enterprise and Cloud
Engineering at the company,

said inablogpost.
Microsoftwill start offering

Microsoft 365Copilotusers the
option of in-country data pro-
cessingin14othercountriesby
endof2026.

Users in countries such as
Canada,Germany,Italy,Malay-
sia,Poland,SouthAfrica,Spain,
Sweden, Switzerland, the
UnitedArabEmirates, and the
United States will get this
optionbytheendof2026.

The offer, Lorimer said in
theblogpost, is toenable cus-
tomers, especially in govern-
ment and highly-regulated

industries, to access Micro-
soft 365 Copilot “with an
additional option for govern-
ance, security, andregulatory
compliance”.

“With in-country process-
ing, Copilot interactions are
processed,undernormaloper-
ations, in data centres located
within a nation’s borders,
giving customers greater con-
trol over their data. In-country
data processing can also
improve performance by
reducinglatency,deliveringan
evenmore responsive Copilot
experience,”Lorimersaid.



Centre’s primary focus is to
ensureAI innovation: ITsecy
AAshish AryAn
NewDelhi, 5 November

The government’s primary focus is to
ensurecontinued innovation in theartifi-
cial intelligence (AI) space, and therewill
be light-touch regulation or legislation
only when the need for it arises, said S
Krishnan,secretaryintheministryofelec-
tronicsandinformationtechnology.

“Ifwebelieve that thepriorityneeds to
be innovation, regulation isnot theprior-
ity today. Having said that, let me again
assert that if theneedarises for legislation
or regulation, the governmentwill not be
foundwanting,”Krishnansaid.

On Wednesday, a subcommittee
formed by the IT ministry under the
IndiaAI Mission submitted its report on
governance guidelines for companies
working intheAIspace inIndia.

The subcommittee has proposed an
eight-point list of governance principles,
which address subjects such as transpar-
ency, accountability, safety, privacy, fair-
ness, human-centred values, inclusive
innovation,anddigitalbydesign intheAI
space. For example, the report has sug-
gestedthatAIsystemsbeingdevelopedin
Indiashouldbeaccompaniedbymeaning-
ful information for users on the develop-
ment process, the capabilities, as well as
the limitationsof thesystem.

“Developersanddeployersshouldtake
responsibilityforthefunctioningandout-

comesofAI systemsandfor therespectof
user rights, the rule of law, and the above
principles.Mechanismsshouldbeinplace
toclarifyaccountability,” the subcommit-
teereportsuggested.

Furthermore, the report suggests that
allAIsystemsshouldbesubject tohuman
oversight, judgment, and intervention, as
appropriate, topreventunduerelianceon
AI systems. The suggestions, Krishnan
said,alignwiththegovernment’sposition
onAIdevelopment.

“We are focused onhuman centricity.
These crucial principles are contained in

theAIgovernanceguidelines,whichhave
been provided to us. I think this report is
going tobeakeyand important contribu-
tion,which againunderlines the govern-
ment's emphasis that our focus is
primarily on innovation. We want to use
thisopportunity,”hesaid.

Though the government has come out
with specific guidelines to check the
increaseofdeepfakesandartificiallygener-
ated image, audio and video content, the
subcommitteehas suggested that there are
“existing legal safeguards/instruments to
protectagainstmisuseoffoundationmodels
for creatingmalicious synthetic media”. It
has, however, flagged that traceability of
deepfakesandsyntheticallygeneratedcon-
tent should be established by assigning
unique and immutable identities to differ-
ent participants, such as content creators,
publishers,andsocialmediaplatforms.

“Thesemaythenbeusedtowatermark
inputs to,andoutputs from,generativeAI
tools.Thesemaybeusedtotrackandana-
lysethe lifecycle, fromcreationtouse,ofa
deepfake—and to determinewhen they
have been created without consent or in
violation of a law,” the subcommittee has
suggested.Thesubcommittee, chairedby
ProfessorBRavindranof the Indian Insti-
tute of Technology, also includes IndiaAI
MissionChiefExecutiveOfficerAbhishek
Singh, Debjani Ghosh, Advocate Rahul
Matthan, and Sharad Sharma of i-Spirit,
amongothers.
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ITSecretarySKrishnansaid if theneed
arises for legislationor regulation, the
governmentwillnotbe foundwanting
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Microsoft to offer in-country data processing for Copilot
AAshish AryAn
NewDelhi, 5 November

Softwareandservicesconglom-
erate Microsoft announced on
Wednesday that it would start
offeringtheoptionofin-country
data processing for Indian cus-
tomers inMicrosoft 365Copilot
interactionsbytheendof2025.

India is among the top four
markets globally to get in-
country data processing for
customers’Microsoft365Copi-
lot interactionsavailable inthe
marketby theendof 2025.The
other three countries include

Australia, theUnitedKingdom
andJapan.

“As every organisation
evolves to become a Frontier
Firm — human-led, agent-
operated—trustisthefounda-
tion that powers AI
transformation for govern-
ments and enterprises world-
wide. Where and how data is
processed and stored by AI-
poweredserviceshelpsfurther
reinforce that foundation of
trust,” Paul Lorimer, the cor-
porate vice president ofOffice
365 Enterprise and Cloud
Engineering at the company,

said inablogpost.
Microsoftwill start offering

Microsoft 365Copilotusers the
option of in-country data pro-
cessingin14othercountriesby
endof2026.

Users in countries such as
Canada,Germany,Italy,Malay-
sia,Poland,SouthAfrica,Spain,
Sweden, Switzerland, the
UnitedArabEmirates, and the
United States will get this
optionbytheendof2026.

The offer, Lorimer said in
theblogpost, is toenable cus-
tomers, especially in govern-
ment and highly-regulated

industries, to access Micro-
soft 365 Copilot “with an
additional option for govern-
ance, security, andregulatory
compliance”.

“With in-country process-
ing, Copilot interactions are
processed,undernormaloper-
ations, in data centres located
within a nation’s borders,
giving customers greater con-
trol over their data. In-country
data processing can also
improve performance by
reducinglatency,deliveringan
evenmore responsive Copilot
experience,”Lorimersaid.
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Centre’s primary focus is to 
ensure AI innovation: IT secy 
aashish aryan 
New Delhi, 5 November 

The government’s primary focus is to 
ensure continued innovation in the artifi-
cial intelligence (AI) space, and there will 
be light-touch regulation or legislation 
only when the need for it arises, said S 
Krishnan, secretary in the ministry of elec-
tronics and information technology. 

“If we believe that the priority needs to 
be  innovation, regulation is not the prior-
ity today. Having said that, let me again 
assert that if the need arises for legislation 
or regulation, the government will not be 
found wanting,” Krishnan said. 

On Wednesday, a subcommittee 
formed by the IT ministry under the 
IndiaAI Mission submitted its report on 
governance guidelines for companies 
working in the AI space in India. 

The subcommittee has proposed an 
eight-point list of governance principles, 
which address subjects such as transpar-
ency, accountability, safety, privacy, fair-
ness, human-centred values, inclusive 
innovation, and digital by design in the AI 
space. For example, the report has sug-
gested that AI systems being developed in 
India should be accompanied by meaning-
ful information for users on the develop-
ment process, the capabilities, as well as 
the limitations of the system. 

“Developers and deployers should take 
responsibility for the functioning and out-

comes of AI systems and for the respect of 
user rights, the rule of law, and the above 
principles. Mechanisms should be in place 
to clarify accountability,” the subcommit-
tee report suggested. 

Furthermore, the report suggests that 
all AI systems should be subject to human 
oversight, judgment, and intervention, as 
appropriate, to prevent undue reliance on 
AI systems. The suggestions, Krishnan 
said, align with the government’s position 
on AI development. 

“We are focused on human centricity. 
These crucial principles are contained in 

the AI governance guidelines, which have 
been provided to us. I think this report is 
going to be a key and important contribu-
tion, which again underlines the govern-
ment's emphasis that our focus is 
primarily on innovation. We want to use 
this opportunity,” he said. 

Though the government has come out 
with specific guidelines to check the 
increase of deepfakes and artificially gener-
ated image, audio and video content, the 
subcommittee has suggested that there are 
“existing legal safeguards/instruments to 
protect against misuse of foundation models 
for creating malicious synthetic media”. It 
has, however, flagged that traceability of 
deepfakes and synthetically generated con-
tent should be established by assigning 
unique and immutable identities to differ-
ent participants, such as content creators, 
publishers, and social media platforms. 

“These may then be used to watermark 
inputs to, and outputs from, generative AI 
tools. These may be used to track and ana-
lyse the lifecycle, from creation to use, of a 
deepfake — and to determine when they 
have been created without consent or in 
violation of a law,” the subcommittee has 
suggested. The subcommittee, chaired by 
Professor B Ravindran of the Indian Insti-
tute of Technology, also includes India AI 
Mission Chief Executive Oicer Abhishek 
Singh, Debjani Ghosh, Advocate Rahul 
Matthan, and Sharad Sharma of i-Spirit, 
among others.
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IT Secretary S Krishnan said if the need 
arises for legislation or regulation, the 
government will not be found wanting
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Microsoft to offer in-country data processing for Copilot 

aashish aryan 
New Delhi, 5 November 

Software and services conglom-
erate Microsoft announced on 
Wednesday that it would start 
offering the option of in-country 
data processing for Indian cus-
tomers in Microsoft 365 Copilot 
interactions by the end of 2025. 

India is among the top four 
markets globally to get in-
country data processing for 
customers’ Microsoft 365 Copi-
lot interactions available in the 
market by the end of 2025. The 
other three countries include 

Australia, the United Kingdom 
and Japan. 

“As every organisation 
evolves to become a Frontier 
Firm — human-led, agent-
operated — trust is the founda-
tion that powers AI 
transformation for govern-
ments and enterprises world-
wide. Where and how data is 
processed and stored by AI-
powered services helps further 
reinforce that foundation of 
trust,” Paul Lorimer, the cor-
porate vice president of Oice 
365 Enterprise and Cloud 
Engineering at the company, 

said in a blog post. 
Microsoft will start offering 

Microsoft 365 Copilot users the 
option of in-country data pro-
cessing in 14 other countries by 
end of 2026.  

Users in countries such as 
Canada, Germany, Italy, Malay-
sia, Poland, South Africa, Spain, 
Sweden, Switzerland, the 
United Arab Emirates, and the 
United States will get this 
option by the end of 2026. 

The offer, Lorimer said in 
the blog post, is to enable cus-
tomers, especially in govern-
ment and highly-regulated 

industries, to access Micro-
soft 365 Copilot “with an 
additional option for govern-
ance, security, and regulatory 
compliance”. 

“With in-country process-
ing, Copilot interactions are 
processed, under normal oper-
ations, in data centres located 
within a nation’s borders, 
giving customers greater con-
trol over their data. In-country 
data processing can also 
improve performance by 
reducing latency, delivering an 
even more responsive Copilot 
experience,” Lorimer said. 



pune | THuRSDAY, 6 nOVeMBeR 2025
B Companies 3
bbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbb

Centre’s primary focus is to
ensureAI innovation: ITsecy
AAshish AryAn
NewDelhi, 5 November

The government’s primary focus is to
ensurecontinued innovation in theartifi-
cial intelligence (AI) space, and therewill
be light-touch regulation or legislation
only when the need for it arises, said S
Krishnan,secretaryintheministryofelec-
tronicsandinformationtechnology.

“Ifwebelieve that thepriorityneeds to
be innovation, regulation isnot theprior-
ity today. Having said that, let me again
assert that if theneedarises for legislation
or regulation, the governmentwill not be
foundwanting,”Krishnansaid.

On Wednesday, a subcommittee
formed by the IT ministry under the
IndiaAI Mission submitted its report on
governance guidelines for companies
working intheAIspace inIndia.

The subcommittee has proposed an
eight-point list of governance principles,
which address subjects such as transpar-
ency, accountability, safety, privacy, fair-
ness, human-centred values, inclusive
innovation,anddigitalbydesign intheAI
space. For example, the report has sug-
gestedthatAIsystemsbeingdevelopedin
Indiashouldbeaccompaniedbymeaning-
ful information for users on the develop-
ment process, the capabilities, as well as
the limitationsof thesystem.

“Developersanddeployersshouldtake
responsibilityforthefunctioningandout-

comesofAI systemsandfor therespectof
user rights, the rule of law, and the above
principles.Mechanismsshouldbeinplace
toclarifyaccountability,” the subcommit-
teereportsuggested.

Furthermore, the report suggests that
allAIsystemsshouldbesubject tohuman
oversight, judgment, and intervention, as
appropriate, topreventunduerelianceon
AI systems. The suggestions, Krishnan
said,alignwiththegovernment’sposition
onAIdevelopment.

“We are focused onhuman centricity.
These crucial principles are contained in

theAIgovernanceguidelines,whichhave
been provided to us. I think this report is
going tobeakeyand important contribu-
tion,which againunderlines the govern-
ment's emphasis that our focus is
primarily on innovation. We want to use
thisopportunity,”hesaid.

Though the government has come out
with specific guidelines to check the
increaseofdeepfakesandartificiallygener-
ated image, audio and video content, the
subcommitteehas suggested that there are
“existing legal safeguards/instruments to
protectagainstmisuseoffoundationmodels
for creatingmalicious synthetic media”. It
has, however, flagged that traceability of
deepfakesandsyntheticallygeneratedcon-
tent should be established by assigning
unique and immutable identities to differ-
ent participants, such as content creators,
publishers,andsocialmediaplatforms.

“Thesemaythenbeusedtowatermark
inputs to,andoutputs from,generativeAI
tools.Thesemaybeusedtotrackandana-
lysethe lifecycle, fromcreationtouse,ofa
deepfake—and to determinewhen they
have been created without consent or in
violation of a law,” the subcommittee has
suggested.Thesubcommittee, chairedby
ProfessorBRavindranof the Indian Insti-
tute of Technology, also includes IndiaAI
MissionChiefExecutiveOfficerAbhishek
Singh, Debjani Ghosh, Advocate Rahul
Matthan, and Sharad Sharma of i-Spirit,
amongothers.
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ITSecretarySKrishnansaid if theneed
arises for legislationor regulation, the
governmentwillnotbe foundwanting
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Microsoft to offer in-country data processing for Copilot
AAshish AryAn
NewDelhi, 5 November

Softwareandservicesconglom-
erate Microsoft announced on
Wednesday that it would start
offeringtheoptionofin-country
data processing for Indian cus-
tomers inMicrosoft 365Copilot
interactionsbytheendof2025.

India is among the top four
markets globally to get in-
country data processing for
customers’Microsoft365Copi-
lot interactionsavailable inthe
marketby theendof 2025.The
other three countries include

Australia, theUnitedKingdom
andJapan.

“As every organisation
evolves to become a Frontier
Firm — human-led, agent-
operated—trustisthefounda-
tion that powers AI
transformation for govern-
ments and enterprises world-
wide. Where and how data is
processed and stored by AI-
poweredserviceshelpsfurther
reinforce that foundation of
trust,” Paul Lorimer, the cor-
porate vice president ofOffice
365 Enterprise and Cloud
Engineering at the company,

said inablogpost.
Microsoftwill start offering

Microsoft 365Copilotusers the
option of in-country data pro-
cessingin14othercountriesby
endof2026.

Users in countries such as
Canada,Germany,Italy,Malay-
sia,Poland,SouthAfrica,Spain,
Sweden, Switzerland, the
UnitedArabEmirates, and the
United States will get this
optionbytheendof2026.

The offer, Lorimer said in
theblogpost, is toenable cus-
tomers, especially in govern-
ment and highly-regulated

industries, to access Micro-
soft 365 Copilot “with an
additional option for govern-
ance, security, andregulatory
compliance”.

“With in-country process-
ing, Copilot interactions are
processed,undernormaloper-
ations, in data centres located
within a nation’s borders,
giving customers greater con-
trol over their data. In-country
data processing can also
improve performance by
reducinglatency,deliveringan
evenmore responsive Copilot
experience,”Lorimersaid.

ELGI RUBBER COMPANY LIMITED
CIN: L25119TZ2006PLC013144

Regd. Off: Super A Unit, Coimbatore Private Industrial Estate, Kuruchi,
Coimbatore- 641021, Tamil Nadu, +91(422)4321000;

info@elgirubber.com; www.elgirubber.com
INFORMATION REGARDING OPENING OF A SPECIAL WINDOW FOR
RE-LODGEMENT OF TRANSFER REQUESTS OF PHYSICAL SHARES

Pursuant to the Securities and Exchange Board of India (“SEBI”) Circular No. SEBI/
HO/MIRSD/MIRSD-PoD/P/CIR/2025/97 dated July 02, 2025, a special window
has been opened only for re-lodgement of share transfer deeds, which were lodged
prior to deadline of April 01, 2019 and rejected / returned / not attended to due to
deficiency in the documents / process or otherwise, for a period of 6 months from
July 07, 2025 till January 06, 2026 (“special window period”). The shares that are re-
lodged for transfer during this period shall be issued only in demat mode. Due process
shall be followed for such transfer-cum-demat requests. Shareholders who missed
the earlier deadline, may now avail this opportunity by submitting such re-lodgement
request along with the requisite documents to MUFG Intime India Pvt Ltd (formerly
“Link Intime India Private Limited”), the Registrar and Share Transfer Agent (RTA) of
the Company within the above stipulated time, whose details are as follows: Postal
Address: Surya, 35, Mayflower Avenue, Behind Senthil Nagar, Sowripalayam Road,
Coimbatore – 641 028, Tamil Nadu, India Contact: 0422 2314792, 2539835, 2539836
Email: Investor.helpdesk@in.mpms.mufg.com

UPDATE KYC AND CONVERT PHYSICAL SHARES INTO DEMAT MODE
The shareholders who are holding shares in physical form are requested to update
their KYC, Bank account details and contact information and are also requested to
convert their physical shares into dematerialized form.

By order of the Board
For Elgi Rubber Company Limited

Date : 06-11-2025 Faizur Rehman Allaudeen
Place: Coimbatore Company Secretary

M.No.A70055
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Centre’s primary focus is to
ensureAI innovation: ITsecy
AAshish AryAn
NewDelhi, 5 November

The government’s primary focus is to
ensurecontinued innovation in theartifi-
cial intelligence (AI) space, and therewill
be light-touch regulation or legislation
only when the need for it arises, said S
Krishnan,secretaryintheministryofelec-
tronicsandinformationtechnology.

“Ifwebelieve that thepriorityneeds to
be innovation, regulation isnot theprior-
ity today. Having said that, let me again
assert that if theneedarises for legislation
or regulation, the governmentwill not be
foundwanting,”Krishnansaid.

On Wednesday, a subcommittee
formed by the IT ministry under the
IndiaAI Mission submitted its report on
governance guidelines for companies
working intheAIspace inIndia.

The subcommittee has proposed an
eight-point list of governance principles,
which address subjects such as transpar-
ency, accountability, safety, privacy, fair-
ness, human-centred values, inclusive
innovation,anddigitalbydesign intheAI
space. For example, the report has sug-
gestedthatAIsystemsbeingdevelopedin
Indiashouldbeaccompaniedbymeaning-
ful information for users on the develop-
ment process, the capabilities, as well as
the limitationsof thesystem.

“Developersanddeployersshouldtake
responsibilityforthefunctioningandout-

comesofAI systemsandfor therespectof
user rights, the rule of law, and the above
principles.Mechanismsshouldbeinplace
toclarifyaccountability,” the subcommit-
teereportsuggested.

Furthermore, the report suggests that
allAIsystemsshouldbesubject tohuman
oversight, judgment, and intervention, as
appropriate, topreventunduerelianceon
AI systems. The suggestions, Krishnan
said,alignwiththegovernment’sposition
onAIdevelopment.

“We are focused onhuman centricity.
These crucial principles are contained in

theAIgovernanceguidelines,whichhave
been provided to us. I think this report is
going tobeakeyand important contribu-
tion,which againunderlines the govern-
ment's emphasis that our focus is
primarily on innovation. We want to use
thisopportunity,”hesaid.

Though the government has come out
with specific guidelines to check the
increaseofdeepfakesandartificiallygener-
ated image, audio and video content, the
subcommitteehas suggested that there are
“existing legal safeguards/instruments to
protectagainstmisuseoffoundationmodels
for creatingmalicious synthetic media”. It
has, however, flagged that traceability of
deepfakesandsyntheticallygeneratedcon-
tent should be established by assigning
unique and immutable identities to differ-
ent participants, such as content creators,
publishers,andsocialmediaplatforms.

“Thesemaythenbeusedtowatermark
inputs to,andoutputs from,generativeAI
tools.Thesemaybeusedtotrackandana-
lysethe lifecycle, fromcreationtouse,ofa
deepfake—and to determinewhen they
have been created without consent or in
violation of a law,” the subcommittee has
suggested.Thesubcommittee, chairedby
ProfessorBRavindranof the Indian Insti-
tute of Technology, also includes IndiaAI
MissionChiefExecutiveOfficerAbhishek
Singh, Debjani Ghosh, Advocate Rahul
Matthan, and Sharad Sharma of i-Spirit,
amongothers.
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ITSecretarySKrishnansaid if theneed
arises for legislationor regulation, the
governmentwillnotbe foundwanting
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Microsoft to offer in-country data processing for Copilot
AAshish AryAn
NewDelhi, 5 November

Softwareandservicesconglom-
erate Microsoft announced on
Wednesday that it would start
offeringtheoptionofin-country
data processing for Indian cus-
tomers inMicrosoft 365Copilot
interactionsbytheendof2025.

India is among the top four
markets globally to get in-
country data processing for
customers’Microsoft365Copi-
lot interactionsavailable inthe
marketby theendof 2025.The
other three countries include

Australia, theUnitedKingdom
andJapan.

“As every organisation
evolves to become a Frontier
Firm — human-led, agent-
operated—trustisthefounda-
tion that powers AI
transformation for govern-
ments and enterprises world-
wide. Where and how data is
processed and stored by AI-
poweredserviceshelpsfurther
reinforce that foundation of
trust,” Paul Lorimer, the cor-
porate vice president ofOffice
365 Enterprise and Cloud
Engineering at the company,

said inablogpost.
Microsoftwill start offering

Microsoft 365Copilotusers the
option of in-country data pro-
cessingin14othercountriesby
endof2026.

Users in countries such as
Canada,Germany,Italy,Malay-
sia,Poland,SouthAfrica,Spain,
Sweden, Switzerland, the
UnitedArabEmirates, and the
United States will get this
optionbytheendof2026.

The offer, Lorimer said in
theblogpost, is toenable cus-
tomers, especially in govern-
ment and highly-regulated

industries, to access Micro-
soft 365 Copilot “with an
additional option for govern-
ance, security, andregulatory
compliance”.

“With in-country process-
ing, Copilot interactions are
processed,undernormaloper-
ations, in data centres located
within a nation’s borders,
giving customers greater con-
trol over their data. In-country
data processing can also
improve performance by
reducinglatency,deliveringan
evenmore responsive Copilot
experience,”Lorimersaid.
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